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CSES-01 satellite

- Sun-Synchronous orbit at 500 km;
- Equipped with 9 instruments
- Payload operation range -65°/65° lat

CSES-01 was launched on 02/02/2018 

Operation area between lat [-65,65]
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Use case

27/08/2024 - TeVPA 2024 - Chicago 3

I have data I train a model
To predict something in the future 

or 
extract info from new data

t0 t1 t
t0 t1 tt2



The Disturbance Storm Time Index

The Dst index is an index of magnetic activity derived from a network of near-equatorial geomagnetic 

observatories that measures the intensity of the globally symmetrical equatorial electrojet.
Dst is maintained at NGDC and is available via FTP from 1957 to the present.

DST > -20 nT

-20 nT ≥ DST > -50 nT

-50 nT ≥ DST > -100 nT

DST ≤ -100 nT

→ low

→ medium

→ high

→ intense

Forecast with Deep Learning
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ftp://ftp.ngdc.noaa.gov/STP/GEOMAGNETIC_DATA/INDICES/DST/


Machine Learning for DST forecast

DST
BX, BY, BZ 

FLOW_SPEED 
PROTON_DENSITY

TEMPERATURE 

PRESSURE 

ELECTRIC FIELD

Input

Output

PRESSURE = α * PROTON_DENSITY*FLOW_SPEED2

ELECTRIC = β * BZ * FLOW_SPEED
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Input – output of the model

12 points (hours) to forecast the next 12 points (hours)

DST

BX

BY

BZ 

FLOW_SPEED 

PROTON_DENSITY

TEMPERATURE 

PRESSION 

ELETTRIC FIELD

… t -4 t -3 t -2  t -1   t0

t+1     t+2   t+3    t +4 …

DATASET

186534 samples
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Machine Learning for DST forecast
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Periodicity and arrow of time. If data are periodic, it is safe to

train the model considering at least one complete period and test

it on different periods. being the arrow of time fixed and the future

unknown, the training operation that make use of points that follow

the data used in the test can introduce bias

Forecast of rare events (storms). Training supervised DL

model requires a balanced sampling of data referring to quiet

and storm periods and proper metrics to measure the

performances.

Dealing with time series and rare events 
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Dataset preparation: solar activity
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Persistence model

Storm 1 Storm 2

Looks good, 

reproduce perfectly the shape, 

but the algorithm 
does not really learn
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The loss function



Dataset preparation
Random sampling and reweighting
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Results

Adopted metric:

Using the weighted dataset the performances 

on the storms improvePerformance with default sampling looks better
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Tr
ue
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Predicted class

Confusion matrix

Full dataset
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Tr
ue
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Predicted class

Confusion matrix

Data with input 

DST > -20nT
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Searching for rare events

f

p(f)

What if in this region ½ of 
the events are signal and 
½ is background?

15

• You want a classifier that given f signal vs background 
• You have the signal (all data in the orange region)
• You select random events from the background

!! WRONG !!
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